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Abstract—The Internet of Things (IoT) offers immense benefits
by enabling devices to leverage networked resources thereby
making intelligent decisions. The numerous heterogeneous con-
nected devices that exist throughout the IoT system creates
new security and privacy concerns. Some of these concerns can
be overcome through trust, transparency, and integrity, which
can be achieved with data provenance. Data provenance, also
known as data lineage, provides a history of transformations
that occurs on a data object from the time it was created to its
current state. Data provenance has been explored in the areas
of scientific computing, business, forensic analysis, and intrusion
detection. Data provenance can help in detecting and mitigating
malicious cyber attacks. In this paper, we explore the integration
of provenance within the IoT. We introduce Provenance Aware
Internet of Things System (PAIoTS), a provenance collection
framework for IoT devices. We evaluate the effectiveness of our
framework by developing a prototype system for proof of concept.

I. INTRODUCTION

The Internet of Things (IoT) is transforming home, indus-

trial and commercial automation exponentially and increas-

ing the number of devices connected to the Internet. Cisco

estimates that over 50 million devices will be connected to

the internet by 2020 [1]. With the increasing amounts of

connected heterogeneous devices, security and privacy risks

also increase. For example, vulnerabilities in a brand of baby

monitors allowed unauthorized access to devices whereby a

malicious intruder can view live feeds from a remote location

[2].

Due to the heterogeneity of devices and and the sensitivity

of data generated on IoT devices, trust is a critical step to

ensuring the security of IoT devices. This can be achieved

through data provenance which is a comprehensive history of

activities that occurred on an entity from its origin to its current

state. Provenance ensures confidence in the fidelity of data.

Provenance has been applied in domains such as scientific

workflows for experiment reproducibility, information security

as a form of access control, and also for intrusion detection.

For IoT devices (things) that produce lots of sensor-actuator

data, a workflow representation of sensor data can depict

dependency between sensor readings and information stored

or transmitted by the device.

In this paper, we introduce Provenance Aware Internet of

Things System (PAIoTS), a provenance collection framework

for IoT devices, in which provenance data is collected and

modeled to represent dependencies between sensor-actuator

readings and IoT entities. Most of the interconnected heteroge-

neous devices are embedded systems that require lightweight

and resource-efficient solutions as compared to general pur-

pose systems. This requirement is attributed to the constrained

memory and computing power of such devices. We also

contribute a provenance sensor model which provides a means

to convert sensor event traces to provenance model graphs.

II. BACKGROUND

In this section, we describe key concepts of data provenance,

IoT characteristics, and provenance models. We also provide

a smart home example for provenance collection in the IoT.

A. Internet of Things

In 1991, Mark Weiser, a pioneer of ubiquitous computing

envisioned the notion of computing interleaved in our daily

lives [3]. Kevin Ashton, an early pioneer of IoT, defines

the IoT as devices in our everyday lives which can be

identified connected to a network [4]. These devices can learn

from information gathered autonomously without human input

which allows for improvements in waste reduction and overall

standard of living. Buckley et al. [5] define the IoT as a

network of billions of machines communicating with each

other. Gubbi et al [6] defines the IoT as an interconnection of

sensing and actuating devices that allows data sharing across

platforms through a centralized framework.

We define the IoT as a network of heterogeneous devices

with sensing and actuating capabilities connected to internet-

based cloud services. IoT has applications in home automation,

smart health, automotive communication, machine to machine

communication, industrial automation. Pervasive connectivity

between heterogeneous devices allows them to share infor-

mation with each other and with cloud based data analytics,

which drives IoT. With analytics, IoT applications can learn

from user data to make smarter decisions.

IoT architecture represents a functional hierarchy of how

information is disseminated across layers between devices

which contain sensing and actuating capabilities and massive

data centers (cloud storage). Figure 1 displays the IoT ar-

chitecture and the interactions between the respective layers:

sensor and actuator, device, gateway and cloud. The base

of the architectural stack consists of sensors and actuators

that gathers information from the physical world (via sensors)

and manipulates it (via actuators) while interacting with the









nance Modules (LPM), which utilizes Linux Security Modules

(LSM). LSM is a framework that was designed for providing

custom access control inside the Linux kernel. HiFi contains

three components: provenance collector, provenance log and

provenance handler. The collector and log are contained in the

kernel space while the handler is contained in the user space.

The collector uses LSM to record provenance data and writes

it to the provenance log. The handler reads the provenance

record from the log. The log is a storage medium which

transmits the provenance data to the user space. This approach

to collecting provenance data differs from our work since we

focus on memory constrained embedded systems which might

not contain an operating system or a file system.

RecProv [13] is a provenance system which records user-

level provenance, avoiding the overhead incurred by kernel

level provenance recording. It does not require changes to

the kernel like most provenance monitoring systems. It uses

Mozilla rr to perform deterministic record and replay by

monitoring system calls and non deterministic input. The

provenance information generated is converted into PROV-

JSON, and stored in Neo4j, a graph database for visualization

and storage of provenance graphs. In PAIoT, we convert

trace data to provenance and also use Neo4j for storage and

visualization of the provenance data however, our approach

focuses on the relationship between entities in a device with

limited computation and memory capabilities and also the

transformation of sensor data in these devices.

Spillance et al. [14] developed a user space provenance

collection system, Storybook that allows the use of applica-

tion specific extensions such as database provenance, system

level provenance, web and email servers. Storybook captures

provenance by intercepting system level events in the FUSE

file system and stores provenance data in MySQL. StoryBook

allows developers to implement provenance inspectors custom

provenance models for specific applications which are often

modified by different application (e.g web servers, databases).

When an operation is performed on a data object, the appropri-

ate provenance model is triggered and provenance data for that

data object is captured. StoryBook stores provenance infor-

mation such as open, close, read or write, application specific

provenance, and causality relationship between entities con-

tained in the provenance system. Provenance data is stored in

key value pairs using Stasis and Berkely DB. In our approach

to provenance collection, we are particularly interested in the

provenance of sensor data in memory constrained embedded

systems.

Lim et al. [15] developed a model for calculating the trust

of nodes in a sensor network by using data provenance and

data similarity as deciding factors to calculate trust. The value

of provenance signifies that the more similar a data value is,

the higher the trust score. Also, the more the provenance of

similar values differ, the higher their trust score. The trust

score of a system is influenced by the trust score of the sensor

that forwards data to the system. Provenance is determined by

the path data travels through the sensor network. This work

differs from our approach since the authors focus on creating

a trust score and do not emphasize how the provenance data

is collected.

Compton et al. [16] defines a model for the alignment

of Semantic Sensor Network (SSN), a semantic ontology

for representing sensor observation data and PROV-O. This

model contains details on how the sub-components of SSN

can be represented as provenance ontology. The model is only

suited only SSN and does not address other sensor semantic

representations. Our work focuses on providing a general

Provenance-Sensor alignment which is not tied to a specific

semantic ontology.

VI. CONCLUSION AND FUTURE WORK

In this paper, we motivate the need for integrating prove-

nance into the IoT system. We propose PAIoTS, a provenance

collection framework that provides provenance collection ca-

pabilities for devices in an IoT system. We plan to evaluate

PAIoT with IoT specific performance benchmarks.
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